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Abstract: The objective of this study was to design and empirically evaluate an intelligent 

real-time recommender framework that leverages momentary user behavior analysis to 

enhance recommendation relevance, engagement, and system responsiveness in online 

platforms. This study employed a quantitative, applied research design with a developmental 

orientation. The population consisted of active users of large-scale online platforms in Tehran, 

selected based on continuous platform usage and availability of real-time interaction data. 

Behavioral data were collected through system-level logging mechanisms that captured fine-

grained, time-stamped interaction signals, including click behavior, dwell time, navigation 

patterns, and session dynamics. These data were complemented by contextual indicators 

related to usage conditions. The proposed framework integrated real-time analytics, sequential 

behavior modeling, and adaptive learning mechanisms to generate recommendations 

dynamically during active sessions. Data preprocessing, feature engineering, and model 

training were conducted to support continuous inference under real-world latency constraints. 

Inferential analyses indicated that the proposed real-time intelligent framework significantly 

outperformed rule-based, collaborative filtering, and static machine learning models across 

key performance indicators. The framework achieved higher click-through rates, longer 

engagement durations, and greater recommendation acceptance, reflecting improved 

alignment with users’ immediate preferences. Real-time model adaptation following short-

term behavioral changes led to statistically meaningful increases in session depth and 

reductions in bounce behavior. High short-term preference prediction accuracy was achieved 

alongside low inference latency, confirming the framework’s effectiveness and operational 

feasibility in dynamic online environments. The findings demonstrate that incorporating 

momentary user behavior analysis into an adaptive real-time recommendation framework 

substantially improves personalization quality and user engagement, supporting the shift 

toward behavior-aware intelligent recommender systems in modern online platforms. 

Keywords: real-time recommender systems, momentary user behavior, adaptive 

personalization, sequential modeling, online platforms 

 

1. Introduction 

The rapid expansion of online platforms has fundamentally transformed how users access information, 

products, and services, leading to an unprecedented volume of interactions generated in real time. In such 

environments, recommender systems have become a core infrastructural component, shaping user experiences by 

filtering information overload and delivering personalized content aligned with user preferences. Early 
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recommender systems were primarily designed around static user profiles and historical interaction data, assuming 

relative stability in preferences over time. However, recent empirical evidence demonstrates that user interests are 

highly dynamic, context-dependent, and sensitive to momentary behavioral states, particularly in high-frequency, 

session-based interactions typical of modern digital platforms [1, 2]. This shift has necessitated a rethinking of 

recommendation paradigms toward intelligent, real-time frameworks capable of capturing and responding to 

users’ evolving behavioral signals. 

Traditional collaborative filtering and content-based methods, while effective in stable environments, struggle 

to accommodate rapid preference drift and short-term intent fluctuations. These limitations become especially 

pronounced in scenarios where users engage in exploratory browsing, impulsive decision-making, or context-

driven interactions, such as mobile usage, micro-video consumption, and location-based services [3, 4]. As a result, 

recent research has increasingly emphasized the importance of modeling both long-term preferences and short-

term behavioral signals to enhance recommendation relevance and timeliness [5, 6]. This dual-perspective approach 

acknowledges that while long-term interests reflect enduring user tendencies, short-term behaviors often provide 

stronger indicators of immediate intent. 

Advances in sequential recommendation models have played a pivotal role in addressing these challenges. 

Attention-based neural architectures, recurrent networks, and graph-based learning methods have enabled more 

effective modeling of temporal dependencies within user interaction sequences [1, 7]. These models leverage 

behavioral order, recency, and transition patterns to infer future actions, demonstrating significant improvements 

over static methods. Nevertheless, many existing approaches still rely on offline training and batch updates, 

limiting their ability to adapt instantaneously to emerging behavioral cues during active sessions [8, 9]. This gap 

highlights the need for recommendation frameworks that integrate real-time analytics with continuous learning 

mechanisms. 

The concept of momentary user behavior analysis has gained increasing attention as a means of capturing fine-

grained behavioral dynamics. Momentary behaviors encompass micro-level interaction signals such as dwell time, 

click velocity, navigation depth, and immediate feedback responses, which collectively reflect users’ cognitive and 

motivational states at specific points in time [10, 11]. By analyzing these signals in real time, recommender systems 

can infer transient user intentions that may not align with historical preferences. Studies in point-of-interest 

recommendation and session-based recommendation have demonstrated that incorporating immediate contextual 

and behavioral cues significantly enhances predictive accuracy and user engagement [12, 13]. 

Temporal modeling has emerged as a central theme in this domain, with researchers proposing various 

mechanisms to integrate time-aware representations into recommendation systems. Long- and short-term attention 

networks, temporal convolutional structures, and time-slot embedding techniques have been used to capture 

preference evolution across multiple temporal scales [14, 15]. These approaches underscore the importance of 

understanding not only what users prefer, but also when and under what circumstances preferences manifest. 

However, temporal awareness alone is insufficient if models cannot update dynamically in response to real-time 

behavioral changes, particularly in streaming environments [16, 17]. 

Context-awareness further complicates the recommendation process, as user behavior is shaped by situational 

factors such as location, device type, time of day, and interaction context. Recent works have integrated contextual 

signals into preference modeling frameworks, demonstrating improved relevance and robustness [18, 19]. Context-

embedded hypergraph and attention-based models have shown particular promise in capturing complex 

relationships among users, items, and contexts within sessions [20]. Despite these advances, many context-aware 
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models remain computationally intensive and are not optimized for real-time inference, limiting their applicability 

in large-scale online platforms. 

Another emerging dimension in intelligent recommendation research is transparency and user control. As 

recommendation systems become more adaptive and autonomous, concerns regarding explainability, trust, and 

perceived manipulation have intensified. Research indicates that providing users with transparent 

recommendation logic and interactive control mechanisms can enhance satisfaction and acceptance, even in highly 

personalized systems [21, 22]. Integrating such considerations into real-time recommender frameworks requires 

careful balancing between system responsiveness and interpretability, particularly when models continuously 

adapt based on implicit behavioral signals. 

Graph-based and self-supervised learning approaches have further expanded the methodological landscape by 

enabling richer representation learning from sparse and evolving interaction data. Streaming graph convolution 

and self-supervised preference modeling have demonstrated strong performance in dynamic recommendation 

scenarios, where user-item relationships change rapidly over time [7, 16]. These methods reduce reliance on labeled 

data and enhance generalization across unseen contexts, making them well-suited for real-time applications. 

Nonetheless, integrating such models into a unified, deployable framework that operates under real-world latency 

constraints remains a significant research challenge. 

In parallel, domain-specific applications such as online education platforms, digital libraries, tourism systems, 

and service recommendation in edge computing environments have underscored the practical importance of 

adaptive recommendation strategies. Studies in these domains highlight that user satisfaction and system 

effectiveness are strongly influenced by the system’s ability to respond to immediate needs rather than solely 

relying on accumulated historical data [23, 24]. This evidence reinforces the argument that intelligent recommender 

systems must operate as continuous, real-time decision-making agents rather than static prediction tools. 

Despite the substantial progress made in sequential modeling, temporal attention, and context-aware 

recommendation, the literature reveals a fragmentation of approaches, with many studies focusing on isolated 

components such as preference modeling, temporal dynamics, or contextual integration. There remains a lack of 

comprehensive frameworks that systematically combine momentary behavior analysis, real-time learning, 

adaptive recommendation generation, and practical deployment considerations within a unified intelligent 

architecture [25, 26]. Addressing this gap is particularly critical for large-scale online platforms operating in dense 

urban contexts, where user behaviors are highly heterogeneous and rapidly evolving. 

In response to these challenges, the present study seeks to design and empirically evaluate an intelligent 

framework for real-time recommendation that explicitly centers on momentary user behavior analysis, integrating 

temporal dynamics, contextual signals, and adaptive learning mechanisms to enhance recommendation relevance 

and responsiveness. The aim of this study is to design and validate an intelligent real-time recommender 

framework that leverages momentary user behavior analysis to improve recommendation effectiveness in online 

platforms. 

2. Methodology 

The present study adopted a quantitative, applied research design with a developmental orientation, aiming to 

design and empirically validate an intelligent framework for real-time recommendation grounded in momentary 

user behavior analysis. The target population consisted of active users of large-scale online platforms, including e-

commerce, digital content, and service-based platforms, operating within the metropolitan area of Tehran. 
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Participants were selected based on continuous platform usage over the preceding six months to ensure sufficient 

behavioral trace data and stable interaction patterns. Inclusion criteria required participants to be at least 18 years 

old, possess regular internet access, and consent to the use of anonymized behavioral data for research purposes. 

To enhance ecological validity, users were recruited from diverse demographic backgrounds, including variations 

in age, gender, education level, and occupational status, reflecting the heterogeneous user base of contemporary 

online platforms in Tehran. Sampling was conducted using a stratified purposive approach, ensuring proportional 

representation across major user segments while maintaining feasibility for real-time data acquisition. The final 

sample size was determined based on machine learning model requirements, balancing predictive stability, 

computational efficiency, and generalizability of the proposed framework. 

Data collection was conducted through a combination of system-level behavioral logging and structured self-

report instruments integrated into the platform environment. Momentary user behavior data were captured in real 

time through embedded tracking modules, which recorded fine-grained interaction indicators such as click 

sequences, dwell time, scrolling velocity, navigation transitions, search queries, content engagement depth, and 

temporal interaction patterns. These behavioral signals were time-stamped and synchronized to allow for high-

resolution analysis of user states and transitions. In parallel, contextual variables such as device type, session 

duration, access time, and interaction frequency were collected to enrich behavioral interpretation. To complement 

objective behavioral data, a brief adaptive questionnaire was administered to a subset of participants, measuring 

perceived relevance of recommendations, cognitive load, situational motivation, and momentary satisfaction. This 

self-report tool was designed to minimize user burden and was dynamically triggered based on interaction 

milestones rather than fixed intervals. All data were anonymized at the point of collection, encrypted during 

transmission, and stored on secure servers in compliance with ethical research standards and data protection 

regulations. 

Data analysis followed a multi-stage analytical pipeline integrating behavioral analytics, machine learning, and 

real-time inference mechanisms. Initially, raw behavioral logs underwent preprocessing, including noise filtering, 

session segmentation, normalization of interaction metrics, and handling of missing or irregular data. Feature 

engineering was then applied to extract meaningful momentary behavior indicators, such as engagement intensity, 

behavioral volatility, preference shifts, and short-term interest signals. These features were modeled using a hybrid 

analytical approach combining deep learning architectures for sequential pattern recognition with lightweight 

adaptive algorithms optimized for real-time responsiveness. Model training was conducted using a rolling window 

strategy to capture temporal dynamics while preventing overfitting to transient behaviors. Evaluation of the 

recommendation framework was performed through online validation, comparing system-generated 

recommendations with user interaction outcomes in real time, including click-through rates, engagement duration, 

and immediate feedback indicators. Additionally, adaptive learning mechanisms were embedded to allow the 

model to update its parameters continuously based on incoming behavioral data, ensuring responsiveness to 

evolving user states. The analytical process emphasized both predictive accuracy and computational efficiency, 

aligning the proposed framework with the operational constraints of real-world online platforms. 

3. Findings and Results 

The first set of results concerns the descriptive characteristics of the participants and their real-time interaction 

behaviors, which provides a contextual foundation for interpreting subsequent analytical findings. Table 1 
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summarizes the demographic profile of the users from Tehran alongside key indicators of their general platform 

usage behavior during the observation period. 

Table 1. Demographic Characteristics and General Usage Patterns of Participants 

Variable Category Frequency Percentage 

Gender Female 214 48.1  

Male 231 51.9 

Age Group 18–25 years 126 28.3  

26–35 years 173 38.9  

36–45 years 92 20.7  

46 years and above 54 12.1 

Education Level Diploma or below 88 19.8  

Bachelor’s degree 207 46.5  

Master’s degree or above 150 33.7 

Average Daily Platform Use Less than 1 hour 97 21.8  

1–3 hours 236 53.0  

More than 3 hours 112 25.2 

 

As shown in Table 1, the participant pool exhibited a balanced gender distribution and a strong representation 

of young and middle-aged adults, which aligns with the dominant user demographics of online platforms in 

Tehran. More than half of the participants reported daily platform usage between one and three hours, indicating 

sustained engagement levels suitable for capturing meaningful momentary behavioral signals. The relatively high 

proportion of users with university-level education further supports the interpretability of interaction-based 

recommendation outcomes, as these users demonstrated consistent and goal-directed navigation behaviors 

throughout the data collection period. 

The second set of findings focuses on the comparative performance of the proposed intelligent framework 

against conventional recommendation approaches. Table 2 reports the results of key performance metrics, 

including click-through rate, average engagement duration, and immediate recommendation acceptance rate, 

across different models implemented during the online evaluation phase. 

Table 2. Comparison of Recommendation Performance Metrics Across Models 

Model Type Click-Through Rate (%) Engagement Duration (seconds) Acceptance Rate (%) 

Rule-based recommender 14.62 48.35 32.41 

Collaborative filtering 19.84 61.27 41.58 

Static machine learning model 23.96 74.19 49.03 

Proposed real-time intelligent framework 31.48 96.72 63.85 

 

The results in Table 2 demonstrate a substantial improvement in all evaluated performance indicators for the 

proposed framework compared to baseline methods. The real-time intelligent recommender achieved the highest 

click-through rate, indicating a stronger alignment between delivered recommendations and users’ immediate 

interests. Moreover, the marked increase in engagement duration suggests that momentary behavior analysis 

enabled the system to capture transient user states more effectively, leading to deeper and more sustained content 

interaction. The acceptance rate further confirms that users were more inclined to follow recommendations 

generated by the adaptive framework, reflecting improved perceived relevance in real time. 

To further examine the responsiveness of the proposed framework to dynamic behavioral changes, Table 3 

presents the results of momentary adaptation analysis, comparing user engagement before and after real-time 

model updates triggered by short-term behavioral shifts. 
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Table 3. Engagement Indicators Before and After Real-Time Model Adaptation 

Indicator Before Adaptation After Adaptation Change (%) 

Mean session duration (seconds) 82.14 104.68 +27.45 

Pages or items per session 5.21 7.04 +35.13 

Immediate bounce rate (%) 38.62 24.97 −35.33 

Repeated interaction within session (%) 41.08 58.92 +43.45 

 

As reported in Table 3, real-time adaptation based on momentary behavior signals resulted in pronounced 

improvements across all engagement indicators. Session duration and the number of interacted items increased 

notably after adaptive updates, indicating that the system successfully recalibrated recommendations in response 

to evolving user intentions. The sharp reduction in bounce rate highlights the framework’s effectiveness in 

preventing early disengagement by delivering contextually relevant suggestions at critical moments within the 

session. Additionally, the increase in repeated interactions suggests that users were more likely to explore multiple 

recommendations when the system dynamically adjusted to their immediate behavioral cues. 

The final set of tabulated findings addresses the predictive accuracy and computational efficiency of the 

proposed framework, which are critical for real-world deployment. Table 4 reports the model’s short-term 

preference prediction accuracy alongside average inference time per recommendation request. 

Table 4. Predictive Accuracy and Real-Time Efficiency of the Proposed Framework 

Metric Value 

Short-term preference prediction accuracy (%) 87.36 

Precision at top-5 recommendations (%) 84.19 

Recall at top-5 recommendations (%) 79.42 

Average inference time per request (milliseconds) 42.7 

 

The values presented in Table 4 indicate that the proposed framework achieved high predictive accuracy in 

identifying users’ short-term preferences, while maintaining inference times well below thresholds typically 

associated with perceptible system delays. This balance between accuracy and efficiency underscores the suitability 

of the framework for real-time recommendation scenarios, where both responsiveness and relevance are essential. 

The strong precision and recall values further suggest that the system not only delivered accurate recommendations 

but also maintained consistency across diverse interaction contexts. 

 

Figure 1. Dynamic behavioral state transitions and real-time recommendation adjustment within the 

proposed intelligent framework 
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Overall, the findings provide convergent evidence that integrating momentary user behavior analysis into an 

intelligent, adaptive recommendation framework leads to substantial gains in engagement, relevance, and system 

responsiveness in online platforms operating within an urban user context such as Tehran. 

4. Discussion and Conclusion 

The findings of the present study provide strong empirical support for the effectiveness of an intelligent real-

time recommender framework grounded in momentary user behavior analysis. The results demonstrated that 

integrating fine-grained behavioral signals with adaptive learning mechanisms significantly improves 

recommendation relevance, user engagement, and system responsiveness compared to conventional rule-based, 

collaborative filtering, and static machine learning approaches. These outcomes align with a growing body of 

research emphasizing the necessity of modeling both long-term preferences and short-term behavioral dynamics 

in modern recommendation environments [1, 5]. The observed improvements in click-through rate, engagement 

duration, and recommendation acceptance indicate that momentary behavioral cues serve as powerful indicators 

of immediate user intent, often surpassing the predictive value of aggregated historical preferences. 

One of the most notable findings was the substantial performance gap between the proposed framework and 

traditional recommendation models. This result can be explained by the framework’s ability to continuously update 

its internal representations based on streaming behavioral data, thereby capturing rapid preference shifts that static 

or batch-trained models fail to detect. Prior studies have highlighted similar limitations in offline-trained sequential 

models, noting their reduced effectiveness in highly dynamic interaction contexts [8, 9]. By contrast, the present 

framework operationalizes real-time analytics and rolling model updates, which enables it to respond to evolving 

user states within the same session. This responsiveness is consistent with recent findings in streaming and session-

based recommendation research, where adaptive mechanisms have been shown to enhance predictive accuracy 

under temporal uncertainty [7, 16]. 

The increase in engagement duration and reduction in bounce rate following real-time model adaptation further 

underscore the importance of capturing short-term behavioral volatility. These results suggest that users are more 

likely to remain engaged when recommendations reflect their immediate cognitive and motivational states rather 

than static preference assumptions. This observation is in line with research on recency effects and session-based 

personalization, which emphasizes that recent interactions often carry disproportionate informational value in 

predicting next actions [3, 11]. The present findings extend this literature by demonstrating that not only recency, 

but also interaction intensity, navigation patterns, and behavioral transitions contribute meaningfully to real-time 

recommendation quality. 

The strong predictive accuracy achieved by the proposed framework also highlights the effectiveness of 

combining temporal modeling with contextual and behavioral feature engineering. Previous studies have shown 

that attention-based and time-aware architectures improve recommendation performance by modeling temporal 

dependencies at multiple scales [14, 15]. The current results corroborate these findings, while further suggesting 

that embedding such models within a real-time inference pipeline enhances their practical utility. In particular, the 

framework’s ability to maintain high accuracy alongside low inference latency addresses a key limitation identified 

in prior work, where computational complexity often hindered real-world deployment [19, 20]. 

Another important implication of the results relates to user-centered outcomes. The increased acceptance rate of 

recommendations indicates that users perceived the system’s suggestions as more relevant and timely. This aligns 

with research on transparency and perceived control in recommendation systems, which suggests that users are 
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more receptive to recommendations when they feel aligned with their immediate needs and contextual situation 

[21, 22]. Although the present study did not explicitly manipulate transparency mechanisms, the improved 

behavioral outcomes imply that momentary relevance itself may function as an implicit form of trust-building, 

reinforcing users’ willingness to engage with system-generated suggestions. 

From a methodological perspective, the findings support the integration of multi-granularity behavioral 

modeling within a unified intelligent framework. Prior studies have often focused on isolated components, such as 

long-term preference mining [27], immediate intent modeling [12], or context-aware attention mechanisms [18]. 

The present study demonstrates that synthesizing these components into a coherent real-time architecture yields 

synergistic benefits that exceed the performance of individual approaches. This integration is particularly relevant 

for large-scale online platforms, where user behavior is shaped by rapidly changing contexts, high interaction 

frequency, and diverse usage motivations [13, 26]. 

The observed effectiveness of adaptive updates following behavioral state transitions further reinforces the 

conceptual validity of modeling user interactions as dynamic processes rather than static sequences. Research on 

behavioral state modeling and intent unit learning has emphasized that users transition through phases such as 

exploration, focused engagement, and disengagement within a single session [10, 28]. The present findings 

empirically demonstrate that recognizing and responding to these transitions in real time can meaningfully 

enhance recommendation outcomes. This supports emerging perspectives that recommender systems should be 

designed as continuous decision-making agents capable of monitoring and reacting to behavioral signals as they 

unfold [17, 25]. 

Overall, the discussion of results indicates that the proposed intelligent framework addresses several persistent 

challenges in recommender system research, including preference drift, temporal sensitivity, and real-time 

adaptability. By grounding recommendation decisions in momentary behavior analysis, the framework bridges the 

gap between theoretical advances in sequential modeling and the practical demands of real-world online platforms. 

These findings contribute to the growing consensus that future recommender systems must move beyond static 

personalization toward adaptive, behavior-aware intelligence capable of operating under dynamic and uncertain 

conditions [2, 29]. 

Despite the strengths of the present study, several limitations should be acknowledged. First, the sample was 

restricted to users from Tehran, which may limit the generalizability of the findings to other cultural or geographic 

contexts with different digital usage patterns. Second, although a wide range of behavioral signals was captured, 

certain latent psychological factors such as emotional state or task urgency were inferred indirectly rather than 

measured explicitly. Third, the evaluation period focused on short-term and session-level outcomes, which may 

not fully capture the long-term effects of continuous real-time recommendation on user satisfaction or platform 

loyalty. 

Future research could extend the present work in several directions. Longitudinal studies examining how 

prolonged exposure to real-time adaptive recommendations influences user trust, habit formation, and preference 

stability would provide valuable insights. Additionally, integrating explicit user feedback and explainability 

mechanisms into the framework could enhance interpretability and ethical robustness. Future studies may also 

explore cross-domain and cross-platform recommendation scenarios to assess the transferability of momentary 

behavior models across different types of online services. 

From a practical standpoint, the findings offer important implications for platform designers and decision-

makers. Implementing real-time behavior-aware recommender systems can substantially improve user 
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engagement and content relevance, particularly in high-traffic digital environments. Practitioners should prioritize 

lightweight, adaptive architectures that balance predictive accuracy with computational efficiency. Moreover, 

embedding continuous monitoring and feedback loops into recommendation pipelines can help platforms remain 

responsive to rapidly changing user needs while maintaining a competitive user experience. 
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